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I Introduction
Not all laws of nature are deterministic. For example, the laws of radioactivity don't say that atoms of a radioelement R will decay (D) in any time t, only that each such atom has a chance p(D) of doing so, where p(D)=1-e-t and is a decay constant characteristic of R, often re-expressed as the half-life T (=ln 2/), the time for which p(D) is exactly 1/2. The analysis of laws should obviously take account of the chances such laws contain. But existing analyses don't; and my object here is to show how, if we do take account of them, we can meet serious objections to those analyses. In particular, we can give better answers to the main questions about laws: namely, how they differ from regularities, how they make regularities in some sense necessary, and how they support counterfactual conditionals that regularities don't support. My object in this talk is to derive and recommend these answers.
II Laws and Law Statements
First I must distinguish laws from the law statements they make true. I must do this because I need to distinguish predicates from properties (and relations) – by which I mean real universals, i.e. non-particular constituents of atomic facts. For on my account, laws involve real properties and relations, not just predicates.  So by 'law' hereafter I shall mean (e.g.) the law that all Gs are H, something that contains the properties G and H, not the law statement 'All Gs are H', which only contains the predicates 'G' and 'H'. 
III Laws and Regularities
As laws stand to law statements, so regularities, like the fact that all actual (i.e. past, present and future) Gs are H, stand to the generalisations ('All actual Gs are H') which state those regularities. And just as the first question about law statements is whether they say anything more than the generalisations they entail, so the first question about laws is whether they are anything more than the regularities which make those generalisations true.
	All I will say about the vast literature which this question has generated is that I agree with David Armstrong that the best 'regularity' account is David Lewis's development of Ramsey's view of law statements as the 'consequences of those propositions which we should take as axioms if we knew everything and organised it as simply as possible in a deductive system'. But I also agree with much of Armstrong's critique of this account, while finding its best rival, namely Armstrong's own account of a law as a relation of 'nomic necessitation' between universals, unacceptable on other grounds. Here, taking chances also to be universals, I shall propose a unified account of both deterministic and indeterministic laws which, by invoking neither simplicity nor nomic necessitation, will meet the main objections to both these alternatives.
	I start by asking how our first question applies to indeterministic laws. What regularities might they be? Suppose it's a law that the chance of a G being H is p(H). The corresponding statistical 'regularity' is obviously the fact that the fraction f(H)n of the n Gs that there are which are H is also p(H). But we can't identify the law with this regularity, because it doesn't even entail it. It doesn't even entail that the fraction f(H)n will lie between any two values between 0 and 1. All it entails, via the laws of large numbers, is that if the number n of Gs is very large, the chance of f(H)n differing from p(H) by more than a very small amount is very small, and gets smaller as n gets larger.
	But for no finite n is this chance ever zero. Take radioactivity again. R's half-life T is consistent with all R-atoms decaying in time T, with none of them doing so, and with any fraction in between. The laws of radioactivity don't entail any statistical regularity at all in the fractions of atoms decaying in any finite time. The laws may explain why about half of many R-atoms decay within its half-life: indeed, the fact that their chance of decaying in that time is 1/2 is what causes about half of them to decay. But the explanation isn't deductive, and the causation isn't deterministic. And similarly for all indeterministic laws: they may explain some facts about statistical regularities, but they won't entail them. So our first question, whether laws are more than regularities, seems not to apply to these laws: since they aren't even regularities.
	In fact, as we shall see, the question does apply. Indeterministic laws do entail regularities, and they differ from deterministic laws in this and other ways much less than they seem to. But to see how and why this is, we must look more closely at the chances which occur in them.
IV Chances and Tendencies
Everyone agrees that chances are probabilities: i.e. that their measure satisfies the standard probability calculus. But that doesn't tell us how to interpret the calculus in this case: it doesn't tell us what chances are.
	I think, for well-known reasons which I shan't go into unless challenged, that chances cannot be merely subjective or epistemic probabilities. They must be contingent objective tendencies. An R‑atom's chances of decaying in various times are objective tendencies to decay in those times, tendencies which are contingent on facts about the atom's nucleus. And these tendencies are real properties of these atoms, changes in which have real causes and effects – as when we cause atomic explosions by causing these tendencies to increase by bombarding these atoms with the products of their own decay.
	This view of chances, as properties embodying tendencies, gains further support from well-known objections to frequency views of chance. We've seen already that chances can't be actual frequencies (i.e. fractions): the laws of large numbers prevent p(D) being identified with the fraction f(D)n of n R-atoms that do in fact decay. The only fraction p(D) could be is a hypothetical one: a limit f(D)∞ to which f(D)n would tend if n increased without limit. But what could fix f(D)∞'s value? It can't be fixed by anything knowable a priori, because chances are contingent. Nor can it be fixed by any actual f(D)n, which would always be consistent with any value of f(D)∞ from 0 to 1 inclusive: since any fraction of actual R-atoms decaying would always be outweighed by an infinite number of merely possible ones either decaying or not decaying, which could make f(D)∞ 1 or 0 or anything in between, regardless of any actual value of f(D)n.
	If f(D)∞ exists at all, the only thing that could fix its value is some property of an R-atom such that there is a value to which the decaying fraction f(D)n of n such R-atoms would tend as n∞. But that property just is the chance p(D): provided p(D) is indeed an intrinsic property of each R-atom and therefore logically and epistemically independent of any facts or information about anything else. For then the laws of large numbers will give f(D)n a chance 1 of tending to p(D) as n∞. And if chances are real tendencies, this in turn will entail that f(D)n actually will tend to p(D). For the upper limit of an increasing tendency is inevitability, and nothing can fail to occur if it's inevitable – i.e. if its chance is 1.
	I take it therefore that, for any proposition Q, p(Q)=1 entails Q and p(Q)=0 entails ~Q. But this consequence of chances being tendencies does pose some problems. For a start, the laws of large numbers don't entail it: since they, as we've seen, will let any number of R-atoms fail to decay even if p(D)=f(D)∞=1. Moreover it looks at first as if that must be right. For p(D), the chance of an R-atom decaying in any time interval t, is 1-e-t, which for t=0 is 0. In other words, an R-atom has a zero chance of decaying at any one instant. But if this fact prevents it decaying at that instant, how can it ever decay?
	So how can p(Q)=0 entail ~Q and p(Q)=1 entail Q? The commonest answer is that an atom has an infinitesimal chance of decaying at each instant; and this would indeed let the chances of all those mutually exclusive possibilities be non-zero without adding up to more than 1. But it still contradicts the law p(D)=1-e-t, which makes p(D) zero when t is zero. And in fact, as Timothy Smiley has pointed out to me, infinitesimals are irrelevant: all they really do is give R-atoms non-zero chances of decaying in infinitesimal intervals of time, not at points.
	The real answer to this problem is to deny, as I and others have done on other grounds, that things can have point values of continuous quantities. In particular, an atom cannot decay at just one of a continuous array of points in space-time. It can only decay in some finite (or perhaps infinitesimal) region, and can therefore always have a finite (or at least infinitesimal) chance of doing so. This, I believe, is the real reason why, as the concept of chance as a real tendency requires, nothing can ever happen that has no chance of happening.
V Chances and Properties
But p(D) – an R-atom's chance of decaying in time t – is not only a tendency. It is also a real property of the atom. It's a property such that the fraction f(D)n of n such atoms decaying in time t tends to p(D) as ntends to ∞. In other words, it's a disposition like solubility, which is a property such that, if anything is put in water while it has this property, it dissolves. Note the qualification 'while it has this property'. Calling an object a 'soluble' doesn't entail the unqualified conditional 'if a were put in water it would dissolve', since a might only be put in water if it were insoluble. To call a soluble is not to assert this conditional outright, but to make an existence claim: a has a property S satisfying a description 'W', namely that anything would dissolve if put in water while it is S.
	The description 'W' will not of course be enough on its own to identify the property S. To identify S we must supplement 'W' with some further description 'X' of the properties of a's molecules that make water molecules separate them: properties which may differ in different substances. So the property S, which in a is such that W(S)&X(S), may in other objects be a quite different property. In short, the predicate 'S' – 'soluble' – is not the name of a property but an abbreviated description: namely, 'W'.
	Similarly with an R-atom's chance p(D) of decaying. To credit R-atoms with this chance is not to assert outright the conditional that the decaying fraction f(D)n of n R-atoms would tend to p(D) if n increased without limit: since those atoms might not have that chance of decaying. It is, as with solubility, to make an existence claim: these atoms have a property C satisfying a description 'J', namely that the decaying fraction of n R-atoms with the property C would tend to p(D) if n tended to ∞.
	But again, as with solubility, this description 'J' will not be enough on its own to identify the property C. To identify C we must supplement 'J' with some further description 'K' of the properties of an R-atom's nucleus which make it as unstable as it is. But other radioelements could be made just as unstable by quite different nuclear properties. So the property C, which in R-atoms is such that J(C)&K(C), may in other atoms be a quite different property. In short, the predicate 'C' is again not the name of a property but an abbreviated description, namely 'J'.
	In this case, of course, the property C must satisfy not just one description 'J' but an infinity of them: one for each time interval t. For the law gives each R-atom an infinity of different chances of decaying in different times, each of which generates a logically independent description 'Jt': namely, 'the fraction of n R-atoms with property Ct which decays in time t tends to 1-e‑t as n tends to ∞'. But these different descriptions needn't be satisfied by different properties Ct, and they're not. They're all satisfied by a single property which every R-atom has at every instant: namely, its constant chance-density  of decaying per unit time. And that is the property C: , a single instantaneously-possessed property satisfying all the descriptions 'Jt': just as, for example, a velocity V is a single instantaneously-possessed property satisfying all the descriptions 'Vt' of how far any object with that property would get in any time t.
	In taking  to be a single property, I am not, I should say, applying any a priori criterion of identity for properties. There is no such criterion for empirical universals, any more than there is for empirical particulars. All we can say a priori is that for any properties G and H to be the same, the predicates 'G' and 'H' must be coextensive in all possible worlds: since otherwise, whether some possible particular is G will depend on what that property is called, which is absurd. But that modest principle doesn't provide criteria of identity. It won't, for example, tell us whether inertial and gravitational mass are two properties or one: it takes a theory of gravitation to tell us that.
	The real work of identifying empirical universals is done a posteriori, by scientific theories construed as Ramsey sentences, which say, for example: 'There is a property (namely ) such that (t)(Jt())'. Sentences like that are what describe, distinguish and thus individuate the empirical universals whose existence they assert. And in return, as we shall see, those universals are what enable the statements that describe them to state laws.
VI Chance and Inevitability
Our indeterministic law of radioactivity does therefore entail a regularity after all: the regularity that all actual R-atoms have the property But it does this only because, so far as  is concerned, the law (that all R-atoms are ) is deterministic. In other words, the difference between deterministic and indeterministic law statements is really one of content, not of form: since law statements of both kinds are really 100% generalisations of the form 'All Gs are H'.
	But then how does the content of indeterministic laws differ from that of deterministic ones? The answer may seem obvious: indeterministic laws involve chances and deterministic ones don't. But I think deterministic laws do involve chances: chances of 1 or 0. For if there can be a law that all Gs have a chance 0.5 of being H, there can surely be a law that all Gs have a chance 1 of being H. And I don't see how that law can differ from the deterministic law that all Gs are H.
	For consider how a deterministic law is supposed to differ from its corresponding regularity, in this case the fact that all actual Gs are H. Philosophers disagree about exactly what the difference is, but not that there is one, nor that part of it is (roughly) that, if it's a law that all Gs are H, the corresponding regularity is not just a coincidence: that even if it's contingent, the fact that all actual Gs are H is also in some sense necessary. Hence the question 'How can something be contingently necessary?', a question to which calling it 'naturally' (or 'physically') necessary – meaning simply that it's entailed by a law – clearly provides no answer at all.
	But chance provides an excellent answer, since, as I've already argued on other grounds, to have a chance 1 is to be inevitable. What better explanation therefore could there be of every actual G's being H than its having no chance of not being H? The explanation isn't question-begging, as just calling the coincidence 'naturally necessary' is. Nor is it trivial: for all actual Gs could be H even if their chance of being H was less than 1, or didn't exist at all. But then the regularity would be a coincidence, which it certainly isn't when every G's chance of being H is 1.
	I conclude therefore that the law that all Gs are H is in fact the law that all Gs have a chance 1 of being H; and similarly that the law that no Gs are H is the law that all Gs have a zero chance of being H. In other words, deterministic laws are just limiting cases of indeterministic laws, where the chances involved are 1 or 0. But then all laws involve chances: 1 or 0 if they're deterministic, and something in between if they're not. 
	This account of the natural necessity that deterministic laws exhibit applies of course to indeterministic laws as well. For as we've seen, indeterministic laws also entail regularities: for example, the regularity that all actual R-atoms have the property . But now, on my account, this law itself must really be that all R-atoms have a chance 1 of being . So the fact that every R-atom has a chance p(D) of decaying in time t is naturally necessary too: since its chance of not having that chance of decaying is zero.
VII Laws, Conditionals and Properties
So far so good. But we must go further. For laws do more than make the regularities they entail inevitable. They also support counterfactual conditionals. If it's a law that all Gs are H, then not only must all the actual Gs be H, it must also be true of anything, x, whether it's G or not, that if it were G, it would be H. Moreover, this would be true even if there were rather more (or different) things than there actually are: so the variable 'x' here must range over more things than there actually are. Hence the other stock question about laws: what makes them support such outrageously far-reaching conditionals? How does my account answer that question?
	First, as we've seen, the laws of large numbers make chances support equally far-reaching conditionals. To have a chance p of being H is to have a property Cp(H) such that, if there were n things with that property (whether there are or not), then the fraction, f(H)n, of them that are H would tend to p as n tended to ∞. And if p=1, then since having a chance 1 of being H entails being H, not only will this limit be 1, so will f(H)n for all values of n. In other words, anything would be H if it had the property C1(H), whether or not it actually has that property, and whether or not it even actually exists.
	So far, again so good; but it's still not far enough. For this isn't the counterfactual conditional we need. The one we need says that anything would be H if it had the property G, not if it had the property C1(H). But of course G and C1(H) could be the very same property. For example, consider again an R-atom's property . That property, I said earlier, is a property which also satisfies some description 'K' of an R-atom's nucleus. But having a nucleus satisfying the description 'K' may be just what makes something an R-atom. In other words, to be an R-atom and to be  may be to have the very same property. But then not only will all actual R-atoms have a chance 1-e-t of decaying in time t, so would anything, if it were an R-atom, whether or not it is one, and whether or not it even exists.
	But now we've gone too far. For as I noted earlier, if R=, the predicates 'R' and '' must be coextensive in all possible worlds. But this makes the regularity, that all R-atoms are  not just inevitable but necessary, i.e. it makes it hold in all possible worlds. And the same will be true even if R is not  but C1(): because being C1() entails being . 
	Well, maybe some natural kind laws, like the law that all water is H2O, do hold in all possible worlds, though I must say I don't believe it. But most laws certainly don't. Yet if the law that all R-atoms are  isn't necessary in this sence, then in some possible world (in which it isn't a law) something will be an R-atom without being . But then 'R' and '' won't be coextensive in all possible worlds and R cannot be the same property as or as C1().
	In short, if the law that all R-atoms are  is contingent, R cannot be  or C1(). No one property can embody this contingent law. What can? The answer is simple: the pair of properties R and . The law statement 'All Rs are ' is really part of a Ramsey sentence asserting the existence of distinct properties R and  such that, among other things, L(R,) – namely, that if anything were R it would be C1– the other things including of course the fact I noted earlier that (t)(Jt()). And as for this law, so in general: what makes it a contingent law that all Gs are H is that distinct properties G and H exist such that, amongst other things, L(G,H).
VIII Laws and Nomic Relations
But doesn't this make the law that all Gs are H a relation – L – between the universals G and H? L does indeed look remarkably like Armstrong's relation of nomic necessitation: but it isn't, because L isn't a universal. It may be a concept or the meaning of a predicate, but it's not a non-particular constituent of any atomic fact. Nor is it a part of any law. The law that all Gs are H contains only G, H and C1(H).
	For me, as opposed to Armstrong, laws of nature include no relation of nomic necessitation between the universals that embody them. Nor, unlike Ramsey and Lewis, do I think that law statements state laws because they are the general axioms or theorems of the simplest deductive theory of everything. Yet I do think that they will in fact be that, and I should say why.
	Law statements, I have said, are really Ramsey sentences asserting the existence of universals: R,  and C1() such that L(R,), (t)(Jt()), etc.; S such that W(S), X(S), etc.; G, H and C1(H) such that L(G,H); and so on. Now for Ramsey, statements like 'L(G,H)' within Ramsey sentences are not 'strictly propositions by themselves', because 'G', 'H', etc. are not predicates but predicate variables bound by an existential quantifier. But I claim that these Ramsey sentences are what identify the universals whose existence they assert. In other words, provided we include all the laws containing R and (and hence C1()), R and  will be the properties such that L(R,), (t)(Jt()) etc.; and similarly for all other empirical universals. So a Ramsey sentence ∑ that stated all laws would be a definite description of all the properties and relations whose existence it entailed: there is no more to the identity of real universals than the totality of laws they figure in.
	To this claim, however, many will object that even ∑ still only entails the existence of universals satisfying these dispositional descriptions: it doesn't tell us what universals they are. R, , etc. remain properties 'we know not what'. But what don't we know about R and ? We know which properties they are: ∑ tells us that by distinguishing them from all the other empirical universals. The only thing ∑ doesn't tell us about R and  is what particulars have these properties: i.e. what the extensions of the predicates 'R' and '' are. But no one thinks that the identity of properties depends on what particulars have them. I conclude then that ∑ really does identify all the universals whose existence it entails: so that 'R', '', 'G', 'H'. etc. really are predicates, and law statements like 'All Gs are H' really are 'propositions by themselves'.
	Back to the Ramsey-Lewis account of laws. Suppose we did know all empirical facts and organised our knowledge in a deductive system. The system would have to yield: (i) all the law statements in ∑, and their consequences; and (ii) all true singular statements saying (e.g.) what particulars are R, , G, H, etc., and their consequences – which would of course include all accidentally true generalisations. So law statements would indeed be the general axioms and theorems of such a system. But what gives these statements that position in the system is the fact that they state laws, not the other way round. What makes statements state laws is not that they're axioms or theorems in a deductive theory of everything, and a fortiori not that they're axioms or theorems in the simplest possible such theory. Being a law has nothing to do with being statable in a simple way.
	I don't of course deny that simplicity is a virtue in statements. Indeed the main point of systematising any knowledge is to simplify the statement of it. We do therefore want to state laws as simply as possible, which on my account will include referring as simply as possible to the universals that occur in them. But the simplest way of referring to anything is to name it, as opposed to describing it. Thus the simplest law statements are those that name the relevant universals ('R', '', 'G', 'H', etc.) instead of describing them in incidental terms. Hence, I conjecture, the specious appeal of the Ramsey-Lewis criterion of simplicity for law statements and hence for laws.
X Conclusion
So much for the Ramsey-Lewis view of laws. But rejecting this view doesn't itself entail rejecting the Humean view that laws are no more than regularities: that remains an open question. My account does indeed prevent the law that all Gs are H being the regularity that all actual Gs are H. But might it not be the regularity that all actual Gs are C1(H), i.e. have a chance 1 of being H? No: for as we've seen, that will only entail the law's counterfactual conditionals if G is either H or C1(H) – which makes the law necessary – or if G and H are between them such as to make those conditionals true. But either way it will take more than the regularity to make it a law that all Gs are H.
	I conclude therefore that all laws, deterministic or indeterministic, contingent or necessary, are more than regularities. Yet I can still explain the appeal of the regularity view, stripped of its questionable concept of simplicity. And in saying what makes laws more than regularities I, unlike my non-regularity rivals, invoke nothing ad hoc: no primitive notions of natural necessity, or relations of nomic necessitation between universals. Those notions are ad hoc because there is nothing more to them than what they are defined to do: namely, to make laws necessary and to enable them to support counterfactual conditionals. Whereas the only concepts I invoke, of chance and universals, have many other applications, quite independent of their rôle in this account of laws.
	Finally, I accept of course that what I've said by no means answers all the questions laws of nature pose. I haven't, for example, shown how to apply this account to laws more complex than those of radioactivity. But that shouldn't be too hard to do. More seriously, I still can't explain how there can be laws that have no instances, like Newton's first law of motion – a serious problem which stems from the fact that, unlike concepts, universals like G, H and C1(H) don't exist if they have no instances. But then no other account of laws I know of explains that either – so the problem is not so much an objection as a challenge.
